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ANNEX 3 TO GUIDELINE 
on SAMPLING METHODOLOGY
1. Sampling methodology for testing the control system

1.1. General consideration
For tests of controls, the auditor wants to estimate the control deficiency and to measure the deviation rate from internal controls to determine whether the control procedure can be relied upon to properly process transactions and therefore support the auditor's assessed level of control risk. 

The tests of control, including the compliance testing has to be done at strata level, meaning at IACS and Non-IASC level. An overall evaluation at fund level can also be made. When testing the internal control system, the CB shall also:

· Define the test objective in function of the identified risks and assertions to be tested. 
For example, CB would like to test the quality of control for on-the-spot verifications carried out by the PA and the validity of the results. 

· Define the population and the sampling unit in light of the control being tested. For the above objective, the population is made of the random on-the-spot check performed by the PA. The sampling unit being the on-the-spot control report. 

· Define the deviation condition.
 
The deviation condition is determined for each sample unit; it can be projected at two levels: (a) deviations with potential financial impact triggered for example by differences between the CB's determined area and the PA's determined area; and (b) deviations without potential financial impact due to formal mistakes identified by the CB in the PA's on-the-spot control checklists/reports. 
The control deficiency can be estimated at two levels:

· Deficiency in design and existence- when the control necessary to meet the control objective is missing; or when the control objective would not be met, even if the control operates as designed.

· Deficiency in operation – when a properly designed control does not operate as designed; or when the person performing the control does not have the authority or competence to effectively perform the control.

A deficiency can be considered material when alone, or in combination with other deficiencies in the ICS, leads to a reasonable possibility that a material misstatement will not be prevented, or detected and corrected on a timely basis.

For planning and performing compliance audit tests, a non-statistical approach is allowed; the sample sizes can be defined cf. below section 1.2. 

Alternatively, for testing the quality of the internal control system (system audit), the auditors might consider suitable a statistical sampling technique - attribute sampling, based on binominal theory (discrete probability distribution / probabilité disctète). Attribute sampling is used to estimate the proportion of a population that possesses a specified characteristic, and therefore to decide whether internal controls are working as designed (obtaining "yes"/ "no" answers, or error/non-error propositions with a measurable degree of reliability). 

1.2. Determining the sample size

When the CB does not expect to find exceptions, the number of controls to be performed depends on the control frequency and the population size. In case no deviations are expected, the minimum recommended sample sizes are as follows:

	  Control Frequency (population size) 
	Min. sample size                                                                                                        

	Daily (>250)
	30

	Daily (<250)
	10%

	Quarterly (4)
	2

	Monthly (12)
	2–4

	Semi-monthly (24)
	3–8

	Weekly (52)
	5–9


To be noted that the key controls, as defined in Annex I of Reg. XX (Delegating Act) on accreditation criteria and in the document: Key an ancillary controls, have to be treated all within the category "daily".

In case deviations are noted when performing the compliance tests, the CB might decide based on the professional judgment to enlarge the initial sample size in order to obtain the necessary assurance from the ICS. 

The identified deviations should be evaluated to determine why the control failed, the potential consequences, and remedial actions that should be initiated. The documentation in that respect should detail if the control failed due to the design or operation deficiency. Cf. ISA 330 (par. 17), it has to be determined also whether: (a) reliance can be placed on the controls; (b) additional tests of controls are necessary; or (c) the potential risks of misstatement need to be addressed using substantive procedures.

The CB should also consider nature of the ICS, whether it includes manual or automated control procedures. In case of automated controls, the tests should cover one application of each programmed control for each type of transaction if supported by effective IT general controls that have been tested; otherwise, test at least 30.  

Once the internal control system is assessed, the CB will be able to estimate the need for any further substantive audit procedures, including the re-assessment of the initial assumptions – ref. below point 2.

The expected population deviation rate should not normally exceed the tolerable error rate.
The tolerable error is expressed in number of times the controls failed, and can be determined either at file level, or at population level. A rule of thumb recommends the following relation between the planned control risk and the tolerable error rate:

	Planned control risk
	Tolerable error rate

	Low
	2% - 7%

	Moderate
	6% - 12%

	Slightly < Maximum
	11% - 20%

	Maximum
	No Testing


1.3. Compliance testing in case of an IT environment 

In the planning phase of the audit the CB should analyse the IT landscape of the PA. It should be clear to the CB which schemes are dominated by IT, what the impact of these schemes is on the EAGF or EAFRD declaration (amount, risks, complexity). 

For the IT dominated scheme(s) the CB makes a top down analysis of the processes that are covered by the IT system and defines all the key controls that should be in place. 

Example 1

Main steps in the SPS process (in the IT system): Farmer fills in SPS application, including the indication of parcels, by internet. PA does automated check on farmers' application, parcels and entitlements. The system calculates SPS subsidy, it prints subsidy decision when all the controls have been passed and PA sends it to farmer, and it makes payment order. 

The key controls are inter alia: 

· SPS application: authentication and authorisation of the farmer (how does he receive his username and password), correct application date, completeness of application, etc. 

· PA check on farmers' application: are the crop parcels within the borders of the reference parcels, is a crop parcel not claimed more than once (by other farmer), does the number of entitlements claimed correspond with the information in the entitlements database etc.

· Payment calculation: correct value of entitlements, correct calculation of deductions (application to late, cross compliance penalty, results OTSC etc.).

The CB audits how these key controls are implemented in the IT system. Therefore the CB audits the design of the internal control system by interviewing key process participants (individual or in a group interview) of the PA (what do they do, what information do they need, what kind of information comes out of the systems when controls pass or fail, what is the follow up when controls fail, etc.), use system documentation, attend demonstration of the system etc. The outcome of this audit is an overview of application and/or user controls in the relevant processes within the selected IT system. This overview (e.g. in the form of a business process analysis matrix) is the basis for the audit planning/approach. 

The CB has to tests whether the key controls in the IT system function properly (are the assertions of the PA related to the design of the internal controls in the system correct, do the controls function well and is there an audit trail to prove it afterwards). In this phase the CB has to decide (based on the business process analysis matrix) whether he has to test the application controls and/or the user controls.

The CB can test the user controls (as far as these are performed and documented outside the system e.g. a decision on an intentional incorrect application) by traditional compliance testing. 

The CB tests the relevant/key application controls. When the audit confirms that the application controls function well and the general IT controls are in place (especially change management and authorisation management), it is not necessary to test all the application controls every year. 
Example 2

The audit confirms that the users have the correct authorisations in the system (corresponding with their function in the organisation); application controls assure the 4-eyes principle and segregation of duties in the process. The general IT controls regarding authorisation and change management function well (procedures for authorising new personnel, change authorisation when users become another function in the organisation, block authorisation for personnel that have not been using the system for some time etc.). In this case it is not necessary to audit e.g. the application control that assures the 4-eyes principle and segregation of duties every year, but only when the application is changed on this aspect.
2. Sampling methodology for substantive testing of operations

2.1. Assurance levels

The articulation between the assurance levels from the internal control system and the substantive verification is made through 'reliability factor' and 'confidence coefficient' levels, as explained below: 
	
	IR = 60%

	Assurance
	Low*
	Low
	Medium Low
	Medium 

High
	High

	RF (*) for IRxCR
	2.31
	1.94
	1.79
	1.62
	1.38

	RF for DR
	0.69
	1.06
	1.21
	1.38
	1.62

	Total RF
	3.00
	3.00
	3.00
	3.00
	3.00

	CF (**) for IRxCR
	1.29
	1.02
	0.92
	0.82
	0.68

	CF for DR
	0.6
	0.94
	1.04
	1.14
	1.28

	Total CF
	1.96
	1.96
	1.96
	1.96
	1.96

	
	IR = 100%

	Assurance
	
	Low
	Medium Low
	Medium

High
	High

	RF (*) for IRxCR
	
	1.39
	1.11
	0.69
	0.00

	RF for DR
	
	1.61
	1.89
	2.30
	3.00

	Total RF
	
	3.00
	3.00
	3.00
	3.00

	CF (**) for IRxCR
	
	0.68
	0.53
	0.32
	0.00

	CF for DR
	
	1.28
	1.43
	1.64
	1.96

	Total CF
	
	1.96
	1.96
	1.96
	1.96


(*) RF – represents the reliability factor to be used in case of Poisson distribution is applied (MUS – conservative approach) – cross ref. also Appendix 3.2 to this guideline. 
(**) CF – represents the confidence coefficient to be used in case normal distribution theory is applied (classical variable sampling and MUS – standard approach) – cross ref. also Appendix 3.2 to this guideline. 

The actual confidence level to be gained from substantive testing, established by the CB can deviate from the examples identified in the tables above, however those should be considered as minimum requirements at the given level of inherent risk, control risk and detection risk.
2.2. Sampling methodology for MUS – conservative approach
MUS – conservative approach relies on an attribute sampling approach (Poisson distribution) to express a conclusion in monetary amounts (variables) rather than as a deviation rate. 
When selecting this method, the following assumptions should be taken into account:

· Expected misstatement rate in the population is small.
· Amount of misstatement in physical unit should not exceed recorded BV of the item.
· It focuses on overstatements.
The advantages and disadvantages of this sampling technique are listed below
:

	Advantages
	Disadvantages

	It is generally easier to apply than classical variable sampling; the sample size can be easily calculated and the results evaluated. 
	It is not designed to test for the understatements of a population; and because the sample is selected "proportional to size", it is quite unlikely to select small recorded amounts and these amounts can be significantly understated.

	It does not require taking into consideration the population characteristics (like the standard deviation) for determining the sample size.
	Selection of zero or negative balances requires special considerations. If the auditor anticipates understatements, it may require special design considerations or may be inappropriate.

	It automatically selects a sample in proportion to the monetary unit amounts; a stratification to reduce variability in terms of amounts is not necessary.
	When misstatements are found, it may overstate the allowance for sampling risk at a given risk level. 

	It automatically identifies any transaction that is individually significant if its amount exceeds the sampling interval.
	The auditor usually needs to cumulatively sum (add through) the population for MUS selection procedure; but anyway the auditor needs to total the population in order to check its completeness and to reconcile it to the annual accounts.

	If the auditor expects (and finds) no misstatements, this method usually results in a highly efficient sample size.
	As the expected amount of misstatement increases, the sample size increases. The classical variable sampling might be more efficient in such situations.

	The sample selection can begin before the final and full population is completely available.
	It generally computes only one-sided upper bounds.


Determining the sample size
When using MUS – conservative approach, the sample size would be determined under the assumption that overstatement is set at 2% within the understanding under section 3.4.4 of the report:

· Determining tolerable misstatement – "TM". 

· Estimating anticipated misstatement –"AM" and Expansion factor – "EF"
.

· Quantifying the acceptable level of risk of incorrect acceptance / Reliability factor – 'RF'
. See also Annex 3.2 (part A).
· Estimating the population amount after the removal of items to be examined 100 percentage (i.e. items for which the value is above the interval, or those under the conditions stated under "a-typical" operations in section 3.4.3 of the guideline), called also residual population value – "RM". 

· Determining the appropriate sample size – "n": 
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Taking into consideration the reliance on the internal control system (covering the risk of material misstatement) and the expected error rate, the determined sample size varies between:

· A lower sample size of [35] 
· for a min. assurance level of 50% from substantive testing, 

· nil expected errors, and

· low inherent risks.

· An upper sample size of [300] 
· for a max. assurance level of 95% from substantive testing, 

· 30% expected errors from the level of materiality, and

· high inherent risks.

Details are presented in Appendix 3.1. 
2.3. Classical variable sampling 

The classical variable sampling (CVS) is based on the normal distribution theory ("loi normale" - "loi de probabilité continue"). Thus, it is based on the concept that sample means (averages) of large numbers of samples taken from a single population tend to cluster around the true mean (average) in the population. The larger the sample size taken, the more likely the sample mean will be close to the true mean in the population.
The CVS is a statistical sampling technique that measures sampling risk using the variation of the underlying characteristic of interest. This approach includes methods such as mean-per-unit, ratio estimate, difference estimate, and a classical form of probability proportional to size estimation that is presented in section 2.3 of this annex. The selection among the different methods should consider the following (for details see section 2.4 of this annex):

· If the recorded values are totally unreliable, than the mean-per-unit method is recommended.
· If there are no observed differences between the recorded and audited values in the sample, then the difference and ratio methods cannot compute an upper limit on the misstatement, and audited values must be used to compute limits on the possible misstatement.

· If difference and ratio methods are both available, the technique that yields the most precise result, due to smallest measure of variability, is often selected for use. 
· The difference estimation method is useful only if the population contains enough errors to generate a reliable sample estimate and the differences are not proportional to the book values.

The advantages and disadvantages of the CVS are listed below
:

	Advantages
	Disadvantages

	If there are many differences between recorded and audited amounts, CVS might meet the audit objectives with a smaller sample size.
	It is more complex than MUS; assistance of computer programmes is needed. 

	Because the selection is on item and not PPS, it is often more appropriate when understatements are in the focus or are of concern.
	A reliable estimation of standard deviation might be sometimes difficult; either previous results or pilot samples should be used. 

	The sample is easier to extend (when needed), without reordering the population and creating a second PPS selection.
	When there are (a) either very large items or very marge differences between recorded and audited amounts in the population, and (b) the sample size is small, the normal distribution theory may not be appropriate. In addition when misstatements are rare, the methods difference and ratio techniques are not able to be applied. 

	The inclusion of zero value transactions (i.e. rejected claims) in the population does not require special sample design considerations.
	When misstatements are not expected or are expected to be rare, CVS that are based on finding an adequate representation of differences may not be practical. In such cases, MUS – conservative approach is applied.


As this sampling technique supposes that variables samples are selected on an item, and not a proportional to size basis (e.g. PPS), it is considered more appropriate for sampling populations where understatements are in the focus.
Determining the sample size
The sample size "n" based on a population "N" is determined by taking into consideration the following sampling parameters:

a) Confidence level / standard deviation factor– "Z"/"tα"
: 
The relations between the assurance from the internal control system and the confidence from substantive testing is explained in section 3.3 of the guideline and Appendix 3.2 (Part A).
b) Determine the tolerable misstatement ("TM"/"P1") i.e. the maximum occurrences level of deviation that the CB is willing to accept. That represents in monetary terms 2%. 
c) Expected deviation rate ("AM"/"P0") and Standard deviation of errors in the population "
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Other useful information can be Standard deviation of errors in a pilot sample– "
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e

"; also, the standard deviation of the population – "σ" or the standard deviation of the booked values in the sample – "s". 
The expected deviation rate and the standard deviation are in principle determined either based on a pilot sample or based on previous years' results. The standard deviation can be computed at the stage of defining the sample size (either applying formulas or using the Excel function STDEV). 

The expected population deviation rate should not normally exceed the tolerable rate. 

The standard deviation rate of errors based on a pilot sample can be determined by using the following formula
:
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Where "
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CB

" represents the individual errors identified by the CB in the pilot sample. 

"np" represents the size of the pilot sample, which should be minimum [30] items. 

Note. The formula for computing the standard deviation in the population is
:
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Where "
[image: image8.wmf]BV

i

" represents the individual book values of the items in the population.  


In general, it is used at planning stage, for determining the variance in the population, based on the coefficient of variance; it would help the CB to select the most suitable sampling technique. 
An example of determining the standard deviation is presented in Annex 3.3. 

d) Desired precision – "A"/"K" (desired allowance for the sampling error) 

In case no deviations are expected, the desired precision equals the tolerable error - P1. 

In all other situations, the desired precision is calculated in relative value as follows:
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In absolute value, the desired precision would be 1,4% (cf. above example). 
The sample size – "n" is based on the following formulas:
· In case no deviations are expected:
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· In case deviations are expected:
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Examples of sample sizes can be found in Appendix 3.1; the sample sizes varies generally depending on the level of inherent risks, the reliance that can be put on the ICS, the expected misstatements, and the standard variation of errors. Other examples can be consulted in the "Guidance on sampling methods for audit authorities" (COCOF_08-0021-03_EN, Ref. Ares (2013)611939 – 09/04/2013). 
2.4. Sampling methodology for MUS – standard approach

MUS – standard approach is a hybrid method that combines the advantages of both attribute and variable methodology.
Determining the sample size
The sample size is determined based on the same steps as those stated above for the classical variable sampling. The difference consists into the fact that in case of this sampling technique, the sample size depends on the correlation (association) between errors and book values, reflected in the so called Standard deviation of error rates "
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The standard deviation rate of error rates based on a pilot sample can be determined by using the following formula
:
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Where "
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" represents the individual error rates identified by the CB in the pilot sample; "
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"np" represents the size of the pilot sample, which should be minimum [30] items. 

The sample size – "n" is based on the following formula:
· In case deviations are expected:
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Where "TM" - tolerable misstatement, "AM" – anticipated misstatement, and "K" –planned precision. 
Examples of sample sizes can be found in Appendix 3.1; the sample sizes varies generally depending on the level of inherent risks, the reliance that can be put on the ICS, the expected misstatements, and the standard variation of error rates. Other examples can be consulted in the "Guidance on sampling methods for audit authorities" (COCOF_08-0021-03_EN, Ref. Ares (2013)611939 – 09/04/2013). 

3. Decision tree for selection of sampling technique and methods 

Source: AICPA, Audit Sampling: Applying the New Audit Sampling Guide Requirements, 2012 (5-24)











4. Sampling on small population (non-statistical sampling)

In case of small populations below [200] transactions, the recommended sample sizes are presented below:
	Inherent risks
	Control risks
	Sample size                   (% of no. population)

	low
	works well
	10%

	low
	Works
	15%

	low
	working partially
	20%

	low
	not-working
	25%

	high
	works well
	15%

	high
	works
	20%

	high
	working partially
	25%

	high
	not-working
	30%


The non-operational transactions, like debts' movements and advances – securities are not suitable for statistical sampling. Non-statistical sampling methodology shall apply also in case of public intervention storage, although part of operational transactions. The advised sample sizes are presented below: 
	Population size
	Sample sizes 

	
	Low inherent risks
	High inherent risks

	
	Assurance level from substantive testing

	
	65%
	70%
	75%
	80%
	80%
	85%
	90%
	95%

	< 50
	5
	6
	7
	8
	8
	9
	10
	11

	[51 - 500]
	13
	14
	15
	16
	16
	17
	18
	20

	[501 - 1000]
	16
	18
	19
	20
	20
	21
	23
	25

	[1001 - 2000]
	20
	21
	23
	24
	24
	26
	27
	30

	> 2000
	26
	28
	30
	32
	32
	34
	36
	40


The major limitation of the non-statistical approach is that the achieved precision cannot be determined; that makes the confidence of the conclusion relative weak than when statistical approaches are applied. 

5. Sampling in a stratified approach
The sampling methodology proposed in the guideline follows a stratified approach. As explained in section 4.5.2 of the guideline, the population are defined at fund level (EAGF and EAFRD), each of them having two pre-defined strata: IACS and Non-IACS. Additional strata can be decided by the CB when judged appropriate in accordance to the explanations provided in the aforementioned section. 
Below examples of how the work can be planned for sampling, depending on the sampling technique applied. 
The examples are based on the preliminary information summarised in the following table:
	Planning the overall sample: PA's total claims paid
[at this stage the work is planned based on assumptions*]
	Population - EAGF

No of claims paid: 649.966 

Total value of claims: 570.026.718,04

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS*

	No claims
	609.302
	40.664

	Value claims
	415.205.530,29
	157.821.187,75

	Overall assessment of the ICS 
	Works (3) 
	Works partially (2)

	AM (at the level of TM – 2%)
	10%
	15%

	Planning the Step 1 of substantive testing: PA's randomly tested sample on-the-spot
	Population - EAGF

No of claims checked randomly on-the-spot: 15.650

Total value of claims: 14.500.000

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS*

	No claims
	15.000
	650

	Value claims
	12.905.000
	1.595.000

	Assessment of the ICS for on-the-spot
	Works well (4)
	Works (3)

	Inherent risks
	High
	High

	AM (at the level of TM – 2%)
	10%
	15%


* The audit work is to be planned based on assumptions of claims to be received, taking into account the previous year experiences or the CB's professional judgement. 

In case a-typical values are identified in the population (cf. section 4.5.3 of the guideline), those have to be tested separately. In the above example, it is assumed that no such values exist.

The sample sizes shall be determined following the sequence in time (please refer also to section 6.2 of the guideline):

· Determine the overall sample corresponding to the certification work to be done in respect of audit objectives 1 and 2 (accomplished through three objectives: quality of the ICS; L&R of expenditure; and accuracy, veracity and completeness of the annual accounts). 
· Determine the sample size for step 1 of substantive testing (sample 1: for testing transactions of random selection based OTSC)
· Determine the sample for step 2 of substantive testing (sample 2): based on the integration of the sample of step 1 of substantive testing into the overall sample, and on the adjustments according to the final actual expenditure.

To be noted that the sample sizes for the overall sample and thus for steps 1 and 2 of the substantive testing are determined at fund level, considering the minimum level of audit parameters: assessment of the ICS, and anticipated misstatement (AM). The sample size determined in this way at fund level will then be proportionally divided depending on the level of claims or anticipated expenditure between the two strata (IACS and Non-IASC). In case the sample size determined at stratum level is below 30 transactions, the rule of thumb will be applied except for sample 2.
An alternative distribution of sample size determined at fund level among different strata is that considering not only the proportions but also the standard deviation, based on the below formula (known also as the "Neyman allocation"):

nh = n * ( Nh * Sh ) / [ Σ ( Ni * Si ) ] 

where nh is the sample size for stratum h, n is total sample size, Nh is the population size for stratum h, and Sh is the standard deviation of stratum h.
5.1. Stratified sampling approach in case of MUS - conservative approach 
Planning the work for substantive testing, taking into account different audit stages (estimative timetable: June – November 200N).

The below table summarises the needed sample sizes based on the Appendix 3.1:
	Planning overall sample size: PA's total claims paid

[at this stage the work is planned based on assumptions]*
	Population - EAGF

Sample size (based on overall ICS "works partially" and AM 15%, 90% confidence): 154

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS

	Proportion of strata in the total population
	73%
	27%

	Sample size
	112

(154 * 73%)
	42

(154 * 27%)

	Sampling interval
	3.707.192,23

(415.205.530,29/112)
	3.757.647,33

(157.821.187,75/42)

	Step 1 of substantive testing: PA's randomly tested sample on-the-spot
	Population - EAGF

Sample size (based on ICS for OTS "works" and AM 15%, 85% confidence): Sample 1: 123 adjusted to 139

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS*

	Proportion of strata in the total population 
	89%

(12.905.000/14.500.000)
	11%
(1.595.000/14.500.000)

	Sample size 
	109
(123 * 89%)
	14
(123 * 11%)

	Corrected sample size based on the rule of thumb
	109
	30

	Sampling interval
	118.394,50
(12.905.000/109)
	53.166,67
(1.595.000/30)

	Step 2 of substantive testing: 

Integration of sample 1 into overall sample, establishment of sample 2
	Population - EAGF

Sample 2: 15 (154 – 139)

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS

	Sample size
	3
	12

	Sampling interval 
	3.707.192,23
	3.757.647,33


* At payment stage this sample size has to be adjusted considering the final paid expenditure; for sake of simplicity, the above example assumes there is no need for adjustment. 
5.2. Stratified sampling approach in case of Classical Variable Sampling (CVS)
Planning the work for substantive testing, taking into account different audit stages (estimative timetable: June – November 200N)

Complete sample sizes simulations for the above data are presented in Appendix 3.1. 

	Planning overall sample size: PA's total claims paid

[at this stage the work is planned based on assumptions]*
	Population - EAGF

Sample size (based on overall ICS "works partially" – z = 1.14,  AM 15%, STVD: 81,97, 90% confidence): 214

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS

	Standard deviation (STDVs)
	40,39
	733,46

	Proportion of strata in the total population
	94%
	6%

	STDV at fund level 
	94% * 40.39² + 6% * 733,46² = 33.811,29

	Sample size at fund level 
	196= [(649.966*1,14*sqr 33.811,29)/(11.460.534,36 – 1.719.080,15)]²

	Sample size at strata level
	184
(94% * 196)
	12
(6% * 196)

	Corrected sample size for the rule of thumb
	184
	30

	Step 1 of substantive testing: PA's randomly tested sample on-the-spot
	Population - EAGF

Sample size (based on overall ICS "works" – z = 1,43, AM 15%, STVD: 7.337,61, 85% confidence): Sample 1: 60 adjusted to 83

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS*

	Standard deviation (STDVs)
	22,11
	250,50

	Proportion of strata in the total population
	89%
	11%

	STDV at fund level 
	89% * 22,11² + 11% * 250,50² = 7.337,61

	Sample size at fund level 
	60 = [(15.650*1,43*sqr 7.337,61)/(290.000,00 – 43.500,00)]²

	Sample size at strata level
	53
	7

	Corrected sample size based on the rule of thumb
	53
	30

	Step 2 of substantive testing: 

Integration of sample 1 into overall sample, establishment of sample 2
	Population - EAGF

Sample 2: 131 (214 – 83)

	
	Stratum 1 – IACS
	Stratum 2 - Non-IACS

	Sample size

(to be selected randomly for each stratum)
	131
	nil


* At payment stage this sample size has to be adjusted considering the final paid expenditure; for sake of simplicity, the above example assumes there is no need for adjustment. 
5.3. Stratified sampling approach in case of MUS – standard approach
Examples on MUS – standard approach can be consulted  in section 7.3.2 in the "Guidance on sampling methods for audit authorities" (COCOF_08-0021-03_EN, Ref. Ares (2013)611939 – 09/04/2013). 
6. Additional sampling 

Additional sampling might be needed in the following circumstances:
a) Non-confirmation of the assumptions used for sampling 
Generally the following situations do not provide a reasonable basis for conclusions about the population that has been tested:

· the TPE exceeds the anticipated misstatement (AM), and 

· the UEL exceeds the materiality level although the total projected error (TPE) remains below the materiality level. 
Note. The closer the projected misstatement plus anomalous misstatement is to tolerable misstatement, the more likely that actual misstatement in the population may exceed tolerable misstatement. 
According to ISA 530, par. 23, if the auditor concludes that audit sampling has not provided a reasonable basis for conclusions about the population that has been tested, the auditor may:

· Request management to investigate misstatements that have been identified and the potential for further misstatements and to make any necessary adjustments; or

· Tailor the nature, timing and extent of those further audit procedures to best achieve the required assurance. For example, in the case of tests of controls, the auditor might extend the sample size, test an alternative control or modify related substantive procedures.

Additional work can be decided as follows:

· To re-examine the errors that have been extrapolated; To see if known error can be established;

· To increase the anticipated misstatements (to carry out additional sampling);

· To increase the anticipated misstatements and to increase the confidence level for substantive testing (to carry out additional sampling);
The CB should consider the original parameters and the results of the original testing at planning the additional work. The CB should always decide on the extent of the additional work based on its professional judgement. However, if in the above mentioned case, when the original assumption of the CB was not borne out by reality, the CB does not carry out any additional work, explanation should be provided. The additional work, if completed before submission of the certification documents, should be sufficiently detailed and explained in the certification report.

· The level of realised precision comparing to the tolerable misstatement (TM)
Additional sampling might be needed when the realised precision (in case of MUS, the sum of basic precision – Bp, and the incremental allowance – Ia) exceeds the TM. In such circumstances, the CB may conclude that there is an unacceptable sampling risk that the actual misstatement in the population exceeds the tolerable misstatement. A similar conclusion may be reached by the CB when the total projected misstatement (TPM) s greater than the TM.  
Considering the results of other audit procedures helps the auditor to assess the risk that actual misstatement in the population exceeds tolerable misstatement, and the risk may be reduced if additional audit evidence is obtained (ref. ISA 530, par. A22). 
With regard to additional sampling, some common principles have to be followed when extracting the additional sample:
· The additional sample is taken from the remained population after extracting the already tested transactions;
· The sample sampling technique and sampling selection used for the original sample is recommended;

· The additional sample is then grouped together with the initial one. The errors detected in the complementary sample are taken into account for the calculation of the error rate resulted from the audit of the random statistical sample; the total projected error and the precision are determined taking into account the two samples as a global sample. 
The additional sampling is exemplified at sampling stage cf. section 5 of this Annex, and at error evaluation cf. Annex 4. 

b) Other circumstances 

To be also noted that an extra sampling might be required when the high risk areas are not sufficiently covered through a random statistical sample and a complementary sample might be considered necessary for further investigation of those risks. This problem can be anticipated through a stratified approach from the very beginning (beyond the two already defined strata: IACS and Non-IACS). 

Within this circumstances, the errors detected in the complementary sample are not taken into account for the calculation of the error rate resulted from the audit of the random statistical sample. 
7. Sampling in different time periods

Generally, a sample should be drawn from the entire period to which the test results will be applied. However, from a practical point of view, the CB may decide to carry out a sampling in different time periods in order to better spread the workload during the financial year. 

In all situations when the CB decides to spread the workload in different time periods, an analysis is recommended for the sample results, as well as the period outside the sample, as following:

a) What were the results of the sample and could they reasonably be expected to apply to the period not yet sampled.

b) What is the nature of the remaining period, does it have similar characteristics to the period tested?

c) How large is the remaining period? Ideally, the period from which the sample is drawn should be as large as possible. The more the sample is spread throughout the audit period, the more reliable the results will be.

d) What is the nature and amount of the transactions involved? The more homogeneous the population and the greater the size, the more likely a sample taken from only part of the period under audit will be representative.

e) What tests can be done of the remaining period to further substantiate the sample results?
f) What other matters are relevant to the sample results? Have conditions which might affect the results changed in the remaining period?
Nevertheless, the CB should ensure that all expenditure paid out during the financial year is covered by sufficient audit work, substantive testing.
The CB has to accommodate the sampling in different time periods within the stratified sampling approach described in section 5 of this Annex. Thus, the following steps can be identified: 

1) Step 1: Define the overall sample size at population level (EAGF, EAFRD).

2) Step 2: Define the sample size needed to be tested on-the-spot at population level, broken down per strata (IACS and Non-IACS) – sample 1.

3) Step 3: Each stratum is then divided in 2 up to 4 sub-strata, depending on how the CB would like to spread the workload during time.

4) Step 4: The evaluation is consolidated first at strata level, and then at population level.
The same approach could be applied to sample 2, depending on its size and the planned time for substantive testing.
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� 	AICPA, Audit Sampling: Applying the New Audit Sampling Guide Requirements, 2012





� 	EF varies depending on the confidence level: 99% - 1.9; 95% - 1.6; 90% - 1.5; 85% - 1.4; 80% - 1.3; 75% - 1.3; 70% - 1.2; 50% - 1


� 	RF varies depending on the confidence level: 99% - 4.6; 95% - 3; 90% - 2.3; 85% - 1.9; 80% - 1.6; 75% - 1.4; 70% - 1.2; 60% - 0.9; 50% - 0.7





� 	AICPA, Audit Sampling: Applying the New Audit Sampling Guide Requirements, 2012





� 	The standard deviation factors or confidence coefficients (z factor) are adjusted to the confidence level as follow: 95% - 1.96; 90% - 1.6449; 85% - 1.4395; 80% - 1.2816; 75% - 1.15; 70% - 1.04; 68% - 1; 60% - 0.84; 50% - 0.68%. To be noted that these are values for two-sided confidence limits: (100% - confidence level)/2; one-sided confidence = 100% - risk. 


� 	The same formula applies for the standard deviation of errors based on previous samples results. 


� 	Similar, the standard deviation of booked values in the sample – "s" can be determined based on a similar formula, replacing "N" with "n-1".  


� 	The same formula applies for the standard deviation of errors based on previous samples results. 
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